
Hypothesis Testing



Statistical procedures for addressing research questions 
involves formulating a concise statement of the hypothesis to be 
tested. 

The hypothesis to be tested is referred to as the null hypothesis
(abbreviated Ho) because it is a statement of no difference.

Hypothesis testing starts with the assumption that the null 
hypothesis is true… that there is/are no difference(s).



Along with the null hypothesis we must also state an alternate 
hypothesis (abbreviated Ha). 

The alternate hypothesis is a statement that a difference exists. 

If a null hypothesis is rejected, then we tentatively accept the 
alternate hypothesis and conclude that there is a difference.



Why is the null hypothesis the one that is tested? 

Think about it this way: we only have to find one instance in which 
the null hypothesis is not true (false) in order to be able to reject 
it. 

Conversely, we would have to continue to test the alternate 
hypothesis in order to be able to accept it. 

In other words we would have to test all possibilities since the 
alternate hypothesis can only be proven correct if all possible 
tests are performed.



The moral of the story: 

It is easier to prove a null hypothesis incorrect than to prove an 
alternate hypothesis correct.

Moral number B:
With statistics we never PROVE anything. The best we can do is 
tentatively accept a result.



Example Hypotheses:

Ho : There is no difference in weight between the two groups.

Ha : There is a difference in weight between the two groups.



IMPORTANT: 

In ALL cases, if your calculated probability or probability range is less
than 0.05, then you REJECT the null hypothesis.

If your calculated probability or probability range is greater than 
0.05, then you ACCEPT the null hypothesis.



When a statistical test is performed there are two distinct, but 
related results:

• Test statistic: this is the value that is calculated.

• Probability: this is the probability of having that  particular 
test statistic given the characteristics of the data set.

These characteristics are values such as the mean, standard 
deviation, sample size, etc…

Which characteristics are important depends on the specific 
test.



The results of any statistical test (e.g. one where you are testing a 
null hypothesis) must be stated in a concise summary statement. 
This statement should include a summary of the findings, the test 
that was performed, the alpha level used IF different than 0.05, 
the statistical results, and the probability. 



Alpha Level (α)

The alpha level is the probability of committing a Type I error.
• A true null hypothesis that is incorrectly rejected.
• Also called the significance level.
• It is essentially a ‘false positive’.

By convention we typically use 0.05 or 0.01 (5% or 1%) as our alpha 
level. Therefore, we are willing to have 5 (or 1) out of 100 false 
positives.

Beta Level (β)

The beta level is the probability of committing a Type II error.
• A false null hypothesis we fail to reject. 
• It is essentially a ‘false negative’.

By convention this value is not specified.



Type 1 and 2 Errors



Ho: There is no difference in survival rates between Test Drug A 
and a placebo.

In reality this is true... There really is no difference in survival.

A Type I error would occur if we incorrectly reject this true null 
hypothesis. We are essentially saying that drug A works when it 
really doesn’t.

• The drug would go to market.
• People would take the drug expecting to survive.
• They would die since the drug has no effect.

This is bad...



Ho: There is no difference in survival rates between Test Drug A 
and a placebo.

In reality this is false... There really is difference in survival.

A Type II error would occur if we incorrectly accept this false null 
hypothesis. We are essentially saying that drug A doesn’t work 
when it actually does.

• The drug would not go to market since our statistics showed it 
did not increase survival.

• People would never be given this drug.
• They would die since the drug has a positive effect but we said 

it did not.

This is also bad...



A Type I error accepts an alternate hypothesis when the results can 
be attributed to chance. 

• So in effect we are stating that there is a difference when none 
actually exists.

A Type II error is only an error in the sense that we fail to correctly 
reject a false null hypothesis.

• It is not an error in the sense that an incorrect conclusion was 
drawn since no conclusion is drawn when the null hypothesis is 
accepted.  It is considered the lesser of two evils.



Alpha level of 0.05

An α of 0.05 is equal to ± 1.96 sd from the mean.



One and Two-tailed Tests

• Two-tailed statistics test for difference only, direction must be inferred.

Ho: The rate of erosion at location A is not significantly different than the rate of 
erosion at location B.

Ha: The rate of erosion at location A is significantly different than the rate of 
erosion at location B.

• One-tailed statistics test for difference and ‘a priori’ (prior knowledge) of the 
direction.

Ho: The rate of erosion at location A is not significantly greater than the rate of 
erosion at location B.

Ha: The rate of erosion at location A is significantly greater than the rate of 
erosion at location B.





Two-tailed test have the critical region split between positive and 
negative sides of the distribution. One-tailed tests do not. This is 
reflected in the table values (larger for two-tailed, smaller for one-
tailed).



Earlier research suggested that the average house value in York was 
lower than that in Lancaster. 

Data for the average house value for each block group in downtown 
York and Lancaster were gathered from the census. 

A two-sample t test was performed to determine whether housing 
values were lower in York than in Lancaster. 

Since we have a priori (prior) knowledge of the direction of the 
difference (e.g. housing values are less in York) we would use a one-
tailed test.



Ho : Housing values in York are not significantly less than those in 
Lancaster.

Ha : Housing values in York are significantly less than those in 
Lancaster.

Note how the direction of the difference is stated in the
hypotheses.



STOP!

Think about what was just stated: Housing values in York are not 
significantly less than those in Lancaster.

You are ‘expecting’ that York’s housing values may actually BE less, 
even though you are testing that they will not be less (remember 
we test the negative).

Question: What happens if you run the test and Ho is correct: 
housing values are NOT less in York than Lancaster? What if York’s 
housing values are significantly GREATER Lancaster’s… just the 
opposite of what you were expecting?

You need to be prepared to explain why York’s values were 
actually higher when you THOUGHT they’d be lower.
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The test we will use is called a T-Test:



α = 0.05
n1 = 7 n2 = 6
df = (n1 + n2 – 2) = (7 + 6 – 2)  = 11

Housing Value ($)
York Lancaster
25368 49465
37045 37500
47500 53055
26785 48125
41493 45000
32864 52946
26140
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The calculated t value (1.532) is then compared to the
critical t value (1.796).

• IF it is higher then we REJECT Ho.

• IF it is lower then we ACCEPT Ho.

The critical values are either taken from a table or calculated in 
SPSS.

tCritical = 1.796 Since 1.532 < 1.796 we accept Ho.

Critical value from the table.Calculated t value.



Since in this class we will, by convention, use an alpha level of 0.05, 
our high power summary statement would read:

The housing values in York were not significantly less than the 
housing values in Lancaster (t1.532, 0.10 > p > 0.05).

Include the alpha level in the summary statement ONLY if it is 
different than 0.05. However, it must be stated somewhere.



The housing values in York were not significantly less than the 
housing values in Lancaster (t1.532, 0.10 > p > 0.05).

This is called a probability range. If we are using a table it is rare 
that our calculated value will match the table values exactly. 

The best we can do is state that our calculated value fell 
between two probabilities from table.

How do we determine this?



1.532 would fall about here on 
the table for a df of 11 at an 
alpha level of 0.05. So our 
probability range is between 
0.10 and 0.05.



Probability Statements

1. Probability ranges are always written with the largest 
probability on the left, just as it appears in the table.

2. 0.10 > p > 0.05 means that our probability is less than 0.10, 
but greater than 0.05.

3. If you always place the largest probability to the left, then 
the greater than/less than symbols will always be >.

4. 0.10 < p < 0.05 is nonsense… why?

If p is greater than 0.10, how can it ALSO be less than 0.05?



A few notes on tables:

1. Some tables are for both 1 and 2 tailed, others are not. 

2. IF you are using a 1-tailed table for a 2-tailed test, you 
must split the alpha level between the tails:

2-tailed σ = 0.05  …   becomes σ = 0.025 on a 1-tailed table

3. Tables that are ONLY 2-tailed are typically for tests where 
direction can not be stated (e.g. AOV).



A few words on degrees of freedom (called df or v) … 

• Think of degrees of freedom as the minimum amount
of information needed to be able to determine the 
value of ALL of the observations.

• For example, if we know the value of n-1 observations 
AND the mean, we can calculate the last observation 
value .
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In this example there is 1 degree of freedom.



Every time a statistical test is performed, you need to include 
the following:

1. A statement of the alpha level (somewhere).
2. Null and alternate hypotheses.
3. A high power summary statement that contains:

• The test performed.
• The calculated test statistic.
• The exact probability (SPSS) or probability range (Table).

NOTE: Probabilities are ALWAYS written in descending order:

RIGHT:    0.10 > p > 0.05 WRONG:    0.05 < p < 0.10



Developing Hypotheses Based on Maps

Maps can be used for:

• Delineating groups
• Locating observations
• Determining measurements

Measurements can be (but are not limited to):

• Elevation
• Azimuth
• Aspect
• Distance
• Proximity



Develop null and alternate hypotheses based the following maps.





Ton of Pig Iron Shipped via Canal



Earthquake Depths (km)





Northern Nitrate Fields

Southern Nitrate Fields



What if there are 3 groups?



Often our hypotheses are not concerned with differences between
or among groups.

• For example, an association between a measured variable and
a measured landscape or natural characteristic.

• e.g. Decreasing temperature with increasing altitude.

In such cases, our null and alternate hypotheses might be:

Ho: There no association between temperature and altitude.

Ha: There is an association between temperature and altitude.



Data displayed as:
Housing prices per ft2, distance 
in meters to I-70
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