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Abstract We establish sharp weak-type estimates for the maximal operators T λ∗
associated with cylindric Riesz means for functions on H p(R3)when 4/5 < p < 1
and λ = 3/p − 5/2, and when p = 4/5 and λ > 3/p − 5/2.
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1 Introduction

For a Schwartz function f ∈ S(R3) let f̂ (ξ) = ∫

R3 f (y) e−i<y,ξ> dy denote
by the Fourier transform of f . We define a distance function ρ as ρ(ξ ′, ξ3) =
max{|ξ ′|, |ξ3|} with ξ ′ = (ξ1, ξ2). We call this distance function ρ a cylindric
distance function because its unit ball is a bounded cylinder. We are interested in
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Bochner-Riesz means associated with this rough distance function ρ. More pre-
cisely we consider

̂T λ f (ξ) = (
1 − ρ(ξ)

)λ
+ f̂ (ξ), ξ = (ξ ′, ξ3) ∈ R

2 × R.

In this paper we shall actually consider a family T λε of convolution operators
defined by

̂T λε f (ξ) = (
1 − ρ(ξ)

ε

)λ
+ f̂ (ξ)

and maximal operators T λ∗ defined by

T λ∗ f (x, t) = sup
ε>0

|T λε f (x, t)|, (x, t) ∈ R
2 × R.

The distance function ρ is not smooth along the cone {(ξ ′, ξ3) : |ξ ′| = |ξ3|}. When
|ξ ′| > |ξ3|ρ(ξ ′, ξ3) = |ξ ′|, and when |ξ ′| < |ξ3|ρ(ξ ′, ξ3) = |ξ3|. This observation
leads us to guess that the multiplier T λ may share properties with the spherical
Bochner-Riesz mean and the cone multiplier. The second author rigorously justi-
fied this when p > 1 in [10].

This type of multipliers were previously studied by H. Luer and P. Oswald
in [2] and [4,5], respectively. H. Luer considered the case where ρ(ξ ′, ξd+1) =
max{|ξ ′|, |ξd+1|} with ξ ′ ∈ R

d and p > 1. He used the asymptotic behavior of
Bessel function to establish the kernel of T λ is in L1 when d = 2 and λ > 1/2.
Interestingly he found that if d ≥ 3 and p > 1, there is a restriction on p for which
L p boundedness of T λ holds. More precisely he proved that if T λ is bounded on
L p(Rd+1) with d ≥ 3, then | 1

p − 1
2 | < 3

2d .

This type of restriction on p was also observed by P. Oswald in [4,5] when p <
1. He considered a different distance function ρ1 defined by ρ1(ξ) = max{|ξ1|, . . . ,
|ξn|} where ξ ∈ R

n . We note that this distance function coincides with cylindric
distance function only when n = 2. He obtained sharp weak type estimates for
the maximal operators when (n − 1)/n < p < 1 with critical index λcube(p) =
n(1/p − 1), or p = (n − 1)/n and λ > λcube(p). In his results we also have the
interesting restriction on the range of p.

This type of restriction does not occur when the distance function is a smooth
function such as the usual Euclidean distance function ρ2(ξ) = (

∑n
i=1 ξ

2
i )

1/2.
Stein, Taibleson and Weiss [9] proved that the maximal operator associated with
Bochner-Riesz means of the critical index λB−R(p) = n(1/p − 1/2)− 1/2 is of
weak type (p, p) for the functions in H p(Rn), p < 1. However, for the excep-
tional case p = 1 with λB−R(1) = (n − 1)/2, E. M. Stein [6] proved that there
exists an f ∈ H1(Rn) where a.e. convergence of the Bochner-Riesz means fails.
For the cone multipliers, one can find a sharp estimate on H p(Rd+1), p < 1 in
[1].

The purposes of this paper are to mathematically explain the restriction on the
range of p, to find the critical index λp and to obtain the sharp weak type estimates
for the maximal operator T λ∗ . Intuitively if the distance function ρ is smooth we
can use smooth cut-off function to split the multiplier (1 − ρ(ξ))λ+ into two mul-
tipliers: the one is supported in {ξ | ρ(ξ) ≤ 1 − ε0/2} and the other is supported
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in {ξ | ρ(ξ) ≥ 1 − ε0} with ε0 small. The first part of the multiplier is compactly
supported and smooth so the operator associated with this part behaves nicely.
Therefore we can only consider the second part of the multiplier. This multiplier
has size ελ0 so as λ increases, the operator associated with this part has better map-
ping properties. However if the distance function is not smooth, the first part is not
a good multiplier any more and since 1 − ρ(ξ) is bounded below, λ does not play
an important role to improve the mapping property of the associated operator. This
explains the restriction on the range of p.

We shall show that the critical index λp of our operator T λ∗ is equal to 3/p−5/2
when p < 1. This is not consistent with the critical index λp = 2|1/p−1/2|−1/2
when p > 1 obtained by P. Taylor in [10]. The reason why we have inconsistent
critical indices when p > 1 and when p < 1 is that the one dimensional Boch-
ner-Riesz multiplier plays a role when p < 1. Actually the critical index for one
dimensional Bochner-Riesz mean is 0 when p > 1 and 1/p − 1 when p < 1.
Since the unit ball of the cylindric distance is [−1, 1] × B2(1, 0) where B2(1, 0)
is the unit ball in 2-dimensional Euclidean space, it is likely that one dimensional
Bochner-Riesz mean is involved at some point. Interestingly in this case the critical
index of cylindric multiplier is the summation of those of 1- and 2-dimensional
Bochner-Riesz means, that is, λp = 0 + 2|1/p − 1/2| − 1/2 when p ≥ 1 and
λp = (1/p−1)+(2/p−3/2) = 3/p−5/2 when p < 1. This idea is also realized
in the results by P. Oswald. The unit ball of ρ1(ξ) = max{|ξ1|, ..., |ξn|} is a cube
which is also a product type domain. As is mentioned above the critical index of
this case (p < 1) is n(1/p − 1).

To explain the above phenomenon and obtain the sharp estimates we shall
decompose the multiplier dyadically with respect to the boundary of the cylinder
and the cone {|ξd+1| = |ξ ′|}. This was developed by P. Taylor to treat the case
p > 1 in [10]. This decomposition has both advantage and disadvantage. The
disadvantage is that after analyzing each piece one has to add pieces together to
recover the original multiplier so it is hard to obtain a precise asymptotic behavior
of the kernel because of the possible cancellation which might occur during the
summation. However it turns out that the decay estimates for the kernel function
obtained in this way are sharp. The advantage is that it is easy to see which part
of the multiplier makes a contribution to determining the critical index and the
restriction on the range of p for which the estimates hold. One can easily see these
during the proof of Lemma 1.

We shall prove the following theorems:

Theorem 1 If 4/5 < p < 1 and λ > 3(1/p − 1)+ 1/2, then T λ∗ is bounded from
H p(R3) to L p(R3); that is

∣
∣
∣
∣T λ∗ f

∣
∣
∣
∣
L p(R3)

≤ C || f ||H p(R3),

where the constant C does not depend on f .

Theorem 2 If 4/5 < p < 1 and λ = 3(1/p − 1) + 1/2 or p = 4/5 and
λ > 3(1/p − 1)+ 1/2, then T λ∗ maps H p(R3) boundedly into weak-L p(R3), that
is,

∣
∣
{
(x, t) ∈ R

2 × R : T λ∗ f (x, t) > α
}∣
∣ ≤ C α−p || f ||p

H p(R3)
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where the constant C does not depend on α or f , and |B| denotes the Lebesgue
measure of B.

In Section 2 we describe the decomposition of the multiplier to obtain the decay
of the kernel function. In Section 3 we shall prove the theorems based on the decay
of the kernel. In Section 4 we prove that the results stated above are sharp.

Remark 1 (i) Let λp = 3(1/p − 1) + 1/2 be the critical index. If λ < λp or
p ≤ 4/5, it will be shown that even T λ fails to be bounded on L p(R3) (see
Section 4). The indicated ranges of p and λ can not be improved.

(ii) We do not know whether T λ1 maps H4/5(R3) boundedly into weak-L4/5(R3)
when λ = λp.

(iii) It is not known whether T
1
2∗ is of weak type (1, 1) or just of weak type (1, 1)

on functions in H1(R3).
(iv) In the cases of dimensions d ≥ 3 on R

d × R, a critical index in the above
sense does not exist because (1 − ρ)λ+ is not integrable independently of λ
(see [2,10] for details).

In what follows we write A � B if there is a positive constant C such that A ≤ C B.

2 Kernel estimates

In this section we shall obtain the decay estimates for the kernel of T λε by using a
suitable dyadic decomposition of the multiplier. We first write

T λε f (x, t) = (2π)−3
∫

R

∫

R2
Gε(x − y, t − s) f (y, s) dy ds

where

Gε(x, t) =
∫

R

∫

R2

(
1 − ρ(ξ)

ε

)λ
+ ei<x,ξ ′>+i tξ3 dξ ′ dξ3.

We note that Gε satisfies the following dilation property

Gε(·, ·) = ε3 G1(ε·, ε·). (2.1)

To simplify notations we set G = G1. Letφ ∈ C∞
0 (R)be supported in [1/2, 2] such

that
∑∞

k=2 φ(2
ks) = 1 for s ∈ (0, 1/4) and set φ1(s) = χ[0,1)(s)−∑∞

k=2 φ(2
k(1−

s)).
We decompose the multiplier (1 − ρ(·))λ+ into several types of dyadic pieces

defined by

m jk(ξ) = φ(2 j (1 − |ξ ′|))φ(2k(1 − |ξ3|))(1 − ρ(ξ))λ+ if j ≥ 2 and k ≥ 2, (2.2)

m1k(ξ) = φ1(|ξ ′|)φ(2k(1 − |ξ3|))(1 − ρ(ξ))λ+ if k ≥ 2,

m j1(ξ) = φ1(|ξ3|)φ(2 j (1 − |ξ ′|))(1 − ρ(ξ))λ+ if j ≥ 2,

m11(ξ) = (1 − ρ(ξ))λ φ1(|ξ ′|)φ1(|ξ3|).
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We write

G j,k = F−1[m jk] and G =
∞∑

k=1

∞∑

j=1

G j,k

where F−1[ f ] is denoted by the inverse Fourier transform of f . Since the multi-
plier has symmetry with respect to ξ ′ the kernel can be expressed by the Bessel
function Jµ of order µ > − 1

2 defined by

(i) Jµ(t) = Aµtµ
∫ 1

−1
eitσ (1 − σ 2)µ− 1

2 dσ where Aµ = [
2µ
(2µ+ 1)
(1/2)

]−1
, (2.3)

(ii)
d

dt
{t−µ Jµ(t)} = −t{t−(µ+1) Jµ+1(t)}.

We refer to [7] for more detailed properties of Jµ.
For further decomposition of the kernel we shall use the idea of Müller and

Seeger in [3]. They used dyadic decomposition of Bessel function to prove local
smoothing conjecture for spherically symmetric initial data including endpoint
results. Let η ∈ C∞

0 (R) be supported in (−1/2, 2) and equal to 1 in (−1/4, 1/4).
For m = 0, 1, 2, . . . we set

ηm(σ, ν) =
{
η(ν(1 − σ 2)) if m = 0
η(2−mν(1 − σ 2))− η(2−m+1ν(1 − σ 2)) if m > 0

and

J m
µ (uν) = Aµ(uν)

µ

∫ 1

−1
ei(uν)σ (1 − σ 2)µ−1/2ηm(σ, ν) dσ.

For a positive integer M we define

φmν(σ ) =





(1 − σ 2)µ−1/2 ηm(σ, ν) if m = 0
(

1
iuν

)M(

d
dσ

)M

[ηm(σ, ν)(1 − σ 2)µ−1/2] if m > 0.

Then by integration by parts if m > 0 we have

J m
µ (uν) = Aµ(uν)

µ

∫ 1

−1
ei(uν)σ φmν(σ ) dσ. (2.4)

We note that the integrand in (2.4) has the following upper bound:

|φmν(σ )| ≤ C u−M 2−m M (2mν−1)µ−1/2 (2.5)

and thatφmν vanishes unless either 1−σ 2 ≈ 2mν−1 for m > 0, or 1−σ 2 ≤ ν−1 for
m = 0 so if σ is in the support of φmν then either |ν−νσ | ≤ 2m or |ν+νσ | ≤ 2m .

Now we return to discussion on the kernel. Since the kernel and each piece
of its decomposition are symmetric in x variable, there exist functions K j,k in R

2

with which we can write G j,k(x, t) = K j,k(|x |, t). We define

K =
∞∑

k=1

∞∑

j=1

K j,k .
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Lemma 1 For a positive integer N

|K (r, t)| +
∑

|γ |=N

|K (γ )(r, t)| ≤ C

(1 + r)λ+ 3
2 (1 + |t |)

χ{r≥|t |}(r, t) (2.6)

+ C

(1 + r)
3
2 (1 + |t |)λ+1

χ{r≤|t |}(r, t)

+ C

(1 + r)2(1 + |t |)2χ{r≤|t |}(r, t)

+ C

(1 + r)5/2(1 + ||t | − r |)λ χ{2r≥|t |≥r/2}(r, t)

where γ = (γ1, γ2) is a pair of non-negative integers with |γ | := γ1 + γ2 and χA
is the characteristic function of A.

Proof We fix r > 0 and t . We first consider the case j ≥ k + 2 and k ≥ 2. In this
case ρ(ξ) = |ξ ′| in (2.2). We set s = |ξ ′| and use the Bessel function J0 to write

G j,k(x, t)

=
∫

R

∫

R2
φ(2 j (1 − |ξ ′|)) (1 − |ξ ′|)λφ(2k(1 − ξ3)) ei<x,ξ ′>+i tξ3 dξ ′ dξ3

=
∫

R2
φ(2 j (1 − |ξ ′|)) (1 − |ξ ′|)λei<x,ξ ′> dξ ′

∫

R

φ(2k(1 − ξ3))e
itξ3 dξ3.

By Bochner’s formula in [8] we have

K j,k(r, t) =
∫ ∞

0
J0(rs)φ(2 j (1 − s)) (1 − s)λ s ds

∫

R

φ(2k(1 − ξ3))e
itξ3 dξ3.

By using (2.4), we decompose

K j,k =
∞∑

m=0

K m
j,k

where

K m
j,k(r, t) (2.7)

=
∫ ∞

0
J m

0 (rs)φ(2 j (1 − s)) (1 − s)λ s ds
∫

R

φ(2k(1 − ξ3))e
itξ3 dξ3

= A0

∫ 1

−1
φmr (σ )

∫ ∞

0
eirsσ φ(2 j (1 − s)) (1 − s)λ s ds

∫

R

φ(2k(1 − ξ3))e
itξ3 dξ3.

We integrate by parts with respect to s and ξ3 in (2.7) and apply the Fubini theorem
to obtain

|K m
j,k(r, t)|

≤ C
∫ 1

−1

∫ 1

0
|φmr (σ )| (1 + |σr |)−N

∣
∣
∣
∣

(
∂

∂s

)N

ϕ(2 j (1 − s))(1 − s)λs

∣
∣
∣
∣ ds dσ

×
∫

R

(1 + |t |)−N1

∣
∣
∣
∣

(
∂

∂ξ3

)N1

φ(2k(1 − |ξ3|))
∣
∣
∣
∣ dξ3. (2.8)
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Then in view of (2.5), the integrand of (2.8) is bounded by

C 2− jλ |φmr (σ )| 1

(1 + 2− j |σr |)N

1

(1 + 2−k |t |)N1

≤ C 2− jλ 2m(−1/2+N−M) r1/2

(1 + 2− j r)N

1

(1 + 2−k |t |)N1
.

Due to the domain of the integration we gain an additional factor of
C 2mr−1 2−k 2− j . Since we can take M so that M > N + 1/2, we sum over
m for K m

j,k to obtain

|K j,k(r, t)| ≤ C 2−k 2− j (λ+1) r−1/2

(1 + 2− j r)N

1

(1 + 2−k |t |)N1
.

If r ≥ |t | then we sum over j and k to obtain
∑

j≥k+2,k≥2

|K j,k(r, t)| �
( ∑

2− j r≤1

2− j (λ+1) r−1/2 +
∑

2− j r>1

2− j (λ+1−N ) r−(N+1/2))

× ( ∑

2−k |t |≤1

2−k +
∑

2−k |t |>1

2−k(1−N1) |t |−N1
)

� 1

(1 + r)λ+ 3
2 (1 + |t |)

.

If r ≤ |t | then we use j ≥ k + 2 to obtain
∑

j≥k+2, k≥2

|K j,k(r, t)| �
( ∑

2− j r≤1

2− j r−1/2 +
∑

2− j r>1

2− j (1−N ) r−(N+1/2))

× ( ∑

2−k |t |≤1

2−k(1+λ) +
∑

2−k |t |>1

2−k(1+λ−N1) |t |−N1
)

� 1

(1 + r)
3
2 (1 + |t |)1+λ

.

Thus we have obtained
∑

j≥k+2, k≥2

|K j,k(r, t)|

≤ C

(1 + r)λ+ 3
2 (1 + |t |)

χ{r≥|t |}(r, t)+ C

(1 + r)
3
2 (1 + |t |)λ+1

χ{r≤|t |}(r, t).

(2.9)

Now we consider the case k ≥ j + 2 and j ≥ 2. Since ρ(ξ) = |ξ3| in this case,
we can write

K m
j,k(r, t) = A0

∫ 1

−1

∫ 1

0
φmr (σ )e

irsσ φ(2 j (1 − s)) sds dσ

×
∫

R

eitξ3φ(2k(1 − |ξ3|))(1 − |ξ3|)λ dξ3. (2.10)
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We integrate by parts with respect to s and ξ3 and apply Fubini’s theorem and (2.5)
to obtain that the integrand in (2.10) is bounded by

C 2−kλ |φmr (σ )| 1

(1 + 2− j |σr |)N

1

(1 + 2−k |t |)N1

≤ C 2m(−1/2+N−M) r1/2

(1 + 2− j r)N

2−kλ

(1 + 2−k |t |)N1
.

In view of the domain of the integration we gain the factor C2mr−12−k2− j after
the integration. We choose M > N + 1/2 and sum over m to obtain

|K j,k(r, t)| ≤ C 2− j r−1/2

(1 + 2− j r)N

2−k(λ+1)

(1 + 2−k |t |)N1
.

Now we use the same argument as above and combine with (2.9) to obtain

∑

| j−k|≥2, j, k≥2

|K j,k(r, t)|

≤ C

(1 + r)λ+ 3
2 (1 + |t |)

χ{r≥|t |}(r, t)+ C

(1 + r)
3
2 (1 + |t |)λ+1

χ{r≤|t |}(r, t).

(2.11)

The cases j ≥ 2, k = 1 and k ≥ 2, j = 1 can be treated similarly as above,
we omit the detail and leave it to the interested readers.

Now we take into account of the case |k − j | ≤ 1 and k, j ≥ 2. In this case
we define a new multiplier µ jk by subtracting a harmless term:

µ jk(ξ) = m jk(ξ)− (1 − |ξ ′|)λφ(2 j (1 − |ξ ′|))φ(2k(1 − |ξ3|)).
By the same argument as above it is easy to see that

∑

| j−k|≤1, j,k≥2 |F−1[m jk−
µ jk]| satisfies decay estimates in (2.11). By the definitionµ jk(ξ) = 0 if |ξ3| ≤ |ξ ′|.
If |ξ3| ≥ |ξ ′|, then

µ jk(ξ) = [(1 − |ξ3|)λ − (1 − |ξ ′|)λ]φ(2 j (1 − |ξ ′|))φ(2k(1 − |ξ3|))
= |ξ3|

(

1 − |ξ ′|
|ξ3|

)

φ(2 j (1 − |ξ ′|))φ(2k(1 − |ξ3|))

×
∫ 1

0
λ(1 − t |ξ3| − (1 − t)|ξ ′|)λ−1 dt,

and so it behaves like the cone multiplier in R
2 × R. Based on this observation we

make a further decomposition by using the distance from the cone. Without loss
of generality we may assume that ξ3 ≥ 0. We fix k, j , and then define µ jkl and
L j,k,l by

µ jkl(ξ) = φ

(

2l
(

1 − |ξ ′|
ξ3

))

µ jk(ξ) and L j,k,l = F−1[µ jkl
]
.
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Since if l < j − 6

supp φ

(

2l
(

1 − |ξ ′|
ξ3

))

∩ supp µ jk = ∅,

we may assume that l ≥ j − 6. We decompose

L j,k,l =
∞∑

m=0

Lm
j,k,l

where

Lm
j,k,l(r, t) =

∫

R

∫ 1

0
J m

0 (rsξ3)q jkl(s, ξ3) s ξ2
3 eitξ3 ds dξ3

= A0

∫ 1

−1
φmr (σ )

∫

R

∫ 1

0
q jkl(s, ξ3) s ξ2

3 eirsσξ3+i tξ3 ds dξ3 dσ,

with

q jkl(s, ξ3)=φ(2l(1 − s)) φ(2 j (1−sξ3)) φ(2
k(1−ξ3))[(1−ξ3)

λ − (1 − sξ3)
λ].

By integration by parts with respect to s and ξ3 and Fubini’s theorem, we obtain

|Lm
j,k,l(r, t)| ≤ C

∫

R

∫ 1

−1

∫ 1

0
|φmr (σ )| (1 + |σr |)−N (1 + |t + rsσ |)−N1

×
∣
∣
∣
∣

( ∂

∂ξ3

)N1
( ∂

∂s

)N
q jkl(s, ξ3) s ξ2

3

∣
∣
∣
∣ ds dσ dξ3. (2.12)

Due to the estimate (2.5) with the assumption |k − j | ≤ 1 and k, j ≥ 2, the
integrand of (2.12) is bounded by

C 2− j (λ−1)2−l |φmr (σ )| 1

(1 + 2−l |σr |)N

1

(1 + 2−k |t + rsσ |)N1

≤ C 2− j (λ−1)2−l 2m(−1/2+N+N1−M) r1/2

× 1

(1 + 2−lr)N

{
1

(1 + 2−k |t + rs|)N1
+ 1

(1 + 2−k |t − rs|)N1

}

.

If we integrate { 1
(1+2−k |t+rs|)N1

+ 1
(1+2−k |t−rs|)N1

} over the support of φ(2l(1−s))⊗
φmr ⊗ φ(2k(1 − |ξ3|)) for m ≥ 0, we get an additional factor of C 2mr−1 2−k 2−l

with
{

1

(1 + 2−k |t + r |)N1
+ 1

(1 + 2−k |t − r |)N1

}

.

By M > N + N1 + 1/2, we can sum over m and l to obtain

|L j,k,l(r, t)| ≤
∞∑

m=0

|Lm
j,k,l(r, t)|

≤ C r−1/2 2−2l2− jλ min{1, (2−lr)−N } min{1, (2−k ||t | − r |)−N1}.
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If |t | ≥ 2r , then
∑

l

∑

| j−k|≤1, j,k≥2

|L j,k,l(r, t)|

≤
∑

l

∑

| j−k|≤1, j,k≥2

Cr−1/22−l2−k2−kλmin{1, (2−lr)−N }

× min{1, (2−k ||t | − r |)−N1}
≤ C

r3/2||t | − r |λ+1 ,

which implies

∑

l

∑

| j−k|≤1, j, k≥2

|L j,k,l(r, t)| ≤ C

(1 + r)3/2(1 + |t |)λ+1χ{|t |≥2r}.

If |t | ≤ 2r , then

∑

l

∑

| j−k|≤1, j, k≥2

|L j,k(r, t)| ≤ C

(1 + r)5/2(1 + ||t | − r |)λ χ{|t |≤2r}.

(2.13)

Lastly, we consider the case k, j = 1. In this case we also subtract by multi-
pliers which have nice decay. The multipliers we subtract by are determined by the
size of r and |t |.

If 2r ≤ |t |, then we define

µ11(ξ) = m11(ξ)− (1 − |ξ ′|)λφ1(ξ3)φ1(|ξ ′|).
It is easy to see that F−1[m11 − µ11] has fast decay and so it suffices to consider
µ11.

We define

µ11l(ξ) =
{

φ
(
2l

(
1 − |ξ ′|

ξ3

))
µ11(ξ) if l ≥ 2

φ1
( |ξ ′|
ξ3

)
µ11(ξ) if l = 1

and L1,1,l = F−1
[
µ11l

]
for l = 1, 2, .... We first assume l ≥ 2. We then have

|ξ ′| ≈ ξ3. For the complete control of sizes of ξ3 and |ξ ′| we decompose

L1,1,l =
∞∑

k=0

L1,1,l,k

where

L1,1,l,k(r, t) =
∫

R

∫

R2
J0(rsξ3)φ(2

l(1 − s)) [(1 − ξ3)
λ − (1 − sξ3)

λ] s

× φ1(sξ3) φ1(ξ3) φ(2
kξ3) ξ

2
3 eitξ3 ds dξ3.
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Similarly as before, we decompose

L1,1,l,k =
∞∑

m=0

Lm
1,1,l,k

where

Lm
1,1,l,k(r, t) =

∫

R

∫

R2
J m

0 (rsξ3)φ(2
l(1 − s)) [(1 − ξ3)

λ − (1 − sξ3)
λ] s

× φ1(sξ3) φ1(ξ3) φ(2
kξ3) ξ

2
3 eitξ3 ds dξ3.

We use (2.4) to integrate by parts with respect to s and ξ3 and then apply
Fubini’s theorem to obtain

|Lm
1,1,l,k(r, t)|

≤ C
∫

R

∫ 1

−1

∫ 1

0
|φm(2−kr)(σ )| (1 + |σξ3r |)−N (1 + |t + rsσ |)−N1

×
∣
∣
∣
∣

( ∂

∂ξ3

)N1
( ∂

∂s

)N
φ(2l(1 − s)) [(1 − ξ3)

λ − (1 − sξ3)
λ] s (2.14)

×φ1(sξ3) φ1(ξ3) φ(2
kξ3) ξ

2
3

∣
∣
∣
∣ ds dσ dξ3.

We observe

|(1 − ξ3)
λ − (1 − sξ3)

λ| ≤ Cξ3|1 − s| ≤ C2−k2−l

and use (2.5) and the domain of the integration in (2.14) to obtain

|L1,1,l,k(r, t)|

≤ C r−1/2
∞∑

m=0

2m(N+N1−M+1/2)2−2l2−7k/2 1

(1 + 2−l−kr)N

1

(1+2−k ||t |−r |)N1

≤ Cr−1/22−2l2−7k/2 1

(1 + 2−l−kr)N

1

(1 + 2−k ||t | − r |)N1

where N > N1 + 4 and M > N + N1 + 1/2.
Since r < ||t | − r |, we obtain

∣
∣
∣
∣
∣
∣

∑

l≥2

L1,1,l(r, t)

∣
∣
∣
∣
∣
∣

≤
∑

k≥1

∑

l≥2

|L1,1,l,k(r, t)| (2.15)

≤ C
∑

k≥1

∑

l≥2

r−1/22−2l2−7k/2 1

(1 + 2−k ||t | − r |)N1

≤ Cr−1/2
∑

k≥1

2−7k/2 1

(1 + 2−k ||t | − r |)N1

≤ Cr−1/2||t | − r |−7/2.
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To treat L1,1,1 we decompose

L1,1,1 =
∑

j≥k, k≥1

∑

m=0

Lm
1,1,1, j,k

where

Lm
1,1,1, j,k(r, t) =

∫

R

∫

R2
J m

0 (rs)φ1(s/ξ3) [(1 − ξ3)
λ − (1 − s)λ] s

× φ1(s) φ1(ξ3) φ(2
kξ3) φ(2

j s) eitξ3 ds dξ3.

By the integration by parts and using similar arguments as above we obtain

|Lm
1,1,1, j,k(r, t)|
≤ C2m(N+N1−M+1/2)r−1/22 j/22−2 j 2−2k 1

(1 + 2− j r)N (1 + 2−k |t |)N1

where M > N + N1 + 1/2. By summing in m, j , and k we obtain

|L1,1,1(r, t)| ≤ C

(1 + r)2(1 + |t |)2χ{ |t |≥2r}(r, t).

If r ≥ ||t | − r |, then we define

µ̃11(ξ) = m11(ξ)− (1 − |ξ3|)λφ1(ξ3)φ1(|ξ ′|).
It is easy to see that F−1[m11 − µ̃11] has fast decay so it suffices to consider

µ̃11. We define

µ̃11l(ξ) =
{

φ
(
2l

( |ξ ′|
ξ3

− 1
))
µ11(ξ) if l ≥ 2

φ1
(
ξ3|ξ ′|

)
µ11(ξ) if l = 1

and L̃1,1,l = F−1
[
µ̃11l

]
for l = 1, 2, . . . . As above we use |ξ3| ≈ 2−k to make a

further decomposition

L̃1,1,l =
∞∑

k=1

L̃1,1,l,k .

When l ≥ 2 by using the same argument as above it is easy to check that L̃1,1,l,k
has the same pointwise estimates as L1,1,l,k . Since 2r > |t |, we have

∣
∣
∣
∣
∣
∣

∑

l≥2

L̃1,1,l(r, t)

∣
∣
∣
∣
∣
∣

(2.16)

≤
∑

k≥1

∑

l≥2

|L̃1,1,l,k(r, t)|

≤
∑

k≥1




∑

2l≥2−kr

+
∑

2l<2−kr

|L̃1,1,l,k(r, t)|




≤ Cr−1/2
∑

k≥1

22kr−22−7k/2 1

(1 + 2−k ||t | − r |)N1

≤ Cr−5/2||t | − r |−3/2.
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By combining (2.13) with (2.15) and (2.16) we obtain

∞∑

|k− j |≤1, j, k≥2

|L j,k(r, t)| +
∑

l≥2

(|L1,1,l(r, t)| + |L̃1,1,l(r, t)|)

≤ C

(1 + r)5/2(1 + ||t | − r |)λ χ{2r≥|t |≥r/2}(r, t)

+ C

(1 + r)3/2(1 + |t |)λ+1χ{2r≤|t |}(r, t)

+ C

(1 + r)3/2+λ(1 + |t |)χ{r≥2|t |}(r, t).

The treatment of L̃1,1,1 is similar as that of L1,1,1. Actually for L̃1,1,1 we obtain

|L̃1,1,1(r, t)| ≤ C

(1 + r)3(1 + |t |)χ{ 2r≥|t |}(r, t).

We have proved (2.6) with γ = (0, 0). The estimates for the derivatives of the
kernel can be obtained by the same argument except that we apply (2.3)-(i i). We
omit the details. We therefore complete the proof of Lemma 1. 
�

3 Proofs of theorems

In this section we prove Theorem 1 and Theorem 2. To do this we define Hardy
spaces.

Definition 1 Let 0 < p ≤ 1 and s be an integer that satisfies s ≥ 3(1/p − 1).
Let Q be a cube in R

3. We say that a is a (p, s)-atom associated with Q if a is
supported on Q ⊂ R

3 and satisfies

(i) ||a||L∞(R3) ≤ |Q|−1/p;
(i i)

∫

R3
a(x) xβ dx = 0,

where β = (β1, β2, β3) is an 3-tuple of non-negative integers satisfying |β| ≤
β1 + β2 + β3 ≤ s, and xβ = xβ1

1 xβ2
2 xβ3

3 .

If {a j } is a collection of (p, s)-atoms and {c j } is a sequence of complex num-
bers with

∑∞
j=1 |c j |p < ∞, then the series f = ∑∞

j=1 c ja j converges in the sense
of distributions, and its sum belongs to H p with the quasinorm (see [7])

|| f ||H p = inf∑∞
j=1 c j aj = f

(
∞∑

j=1

|c j |p)1/p
.

To prove Theorem 2 we shall need a lemma by Stein, Taibleson and Weiss.
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Lemma 2 Suppose 0 < p < 1 and { f j } is a sequence of measurable functions
such that

|{x : | f j (x)| > α > 0}| ≤ α−p (3.1)

for j = 1, 2, 3, . . . . If
∑∞

j=1 |c j |p ≤ 1, then

∣
∣
∣
∣

{

x :
∣
∣
∣
∣

∞∑

j=1

c j f j (x)

∣
∣
∣
∣ > α

}∣
∣
∣
∣ ≤ 2 − p

1 − p
α−p.

Proof See Lemma 1.8 in [9]. 
�
We shall use the following elementary lemma to obtain weak type estimates in

the proof of Proposition 1.

Lemma 3 Let a, b, c1, and p < 1 be positive real numbers.
If a + b = 3

p and b < 1
p , that is, a > 2

p , then

∣
∣
{
(x, t) : c1|x | ≥ |t |, |x |−a|t |−b > α/C

}∣
∣ (3.2)

+ ∣
∣
{
(x, t) : |x | > 2, |t | ≤ 4, |x |−2/p > α/C

}∣
∣ � α−p.

If a + b = 3
p and b > 1

p , that is, a < 2
p , then

∣
∣
{
(x, t) : c1|x | ≤ |t |, |x |−a|t |−b > α/C

}∣
∣ (3.3)

+ ∣
∣
{
(x, t) : |x | ≤ 4, |t | > 2, |t |−1/p > α/C

}∣
∣ � α−p.

If a + b > 3
p and a = 2

p , then

∣
∣
{
(x, t) : |x | ≥ c1||t | − |x || ≥ 1, |x |−a||t | − |x ||−b > α/C

}∣
∣ � α−p.

(3.4)

In addition, we have
∣
∣
{
(x, t) : χ{ |x |≤4, |t |≤4}(x, t) > α/C

}∣
∣ (3.5)

+ ∣
∣
{
(x, t) : χ{ |x |≤4, ||t |−|x ||≤4}(x, t) > α/C

}∣
∣ � α−p.

Proof The main idea of the proof is to find areas of the region defined by the
inequality |x |a|t |b ≤ α−1. For the integration we shall use the polar coordinates
with r = |x |. If a + b = 3

p and b < 1
p , then a/b > 2 so we obtain

∣
∣
{
(x, t) : c1|x | ≥ |t |, |x |−a|t |−b > α/C

}∣
∣

�
∫ α

− 1
a+b

0

∫ c1r

0
dt r dr +

∫ ∞

α
− 1

a+b

∫ α
− 1

b r− a
b

0
dt r dr

� α− 3
a+b = α−p.
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Moreover, we immediately obtain

∣
∣
{
(x, t) : |x | > 2, |t | ≤ 4, |x |−2/p > α/C

}∣
∣ � α−p

∫

|t |≤4
dt.

We have proved (3.2).
If a + b = 3

p and b > 1
p , then 2b/a > 1 so we apply exactly same argument

as above with exchanging roles of a and b, and t and r to prove (3.3). We omit the
detail.

Now to prove (3.4) we assume that a + b > 3
p and a = 2

p . By separately con-
sidering two cases: t > 0 and t < 0 and by using a change of variables t ′ = t ±|x |
we may prove

∣
∣
{
(x, t ′) : |x | ≥ c1|t ′| ≥ 1, |x |−a|t ′|−b > α/C

}∣
∣ � α−p.

Since 2b/a > 1,

∣
∣
{
(x, t ′) : c1|x | ≥ |t ′| ≥ 1, |x |−a|t ′|−b > α/C

}∣
∣ � α−p

∫ ∞

1

1

|t |2b/a
dt,

which proves (3.4). Finally one can easily see that (3.5) is an immediate conse-
quence of Chebyshev’s inequality. 
�

To prove Theorem 2, we shall need uniform weak type estimates for T λ∗ with
a (p, N )-atom (N ≥ 3(1/p − 1)).

Proposition 1 Suppose f is a (p, N )-atom (N ≥ 3(1/p − 1)) on R
3. Suppose

4/5 < p < 1 and λ = 3(1/p − 1)+ 1/2 or p = 4/5 and λ > 3(1/p − 1)+ 1/2.
Then there exists a constant C = C(p) such that

|{(x, t) ∈ R
2 × R : T λ∗ f (x, t) > α}| ≤ C α−p (3.6)

for all α > 0.

Proof Let f be supported in a cube Q0 of diameter 1 centered at the origin. We
first consider the case (x, t) ∈ Q∗

0 which is the cube centered at the origin with
diameter 2. In view of (2.1) and Lemma 1, we can easily see that Gε is integrable
and its L1 norm is independent of ε. We have

|T λε f (x, t)| ≤ ||Gε ||1|| f ||∞ ≤ ||Gε ||1|Q∗
0|−1/p,

and therefore

T λ∗ f (x, t) = sup
ε>0

|T λε f (x, t)| ≤ C |Q∗
0|−1/p

for all (x, t) ∈ Q∗
0. This implies that for α > 0

∣
∣
{
(x, t) ∈ Q∗

0 : T λ∗ f (x, t) > α/C
}∣
∣ ≤ C α−p. (3.7)

Hence it suffices to show that for α > 0
∣
∣
{
(x, t) ∈ R

3 \ Q∗
0 : T λ∗ f (x, t) > α/C

}∣
∣ ≤ C α−p.
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We fix ε ≥ 1 and use the fact that f is supported in Q0 to write

|T λε f (x, t)| ≤ ε3
∫∫

Q0

| f (y, s)| |K (ε|x − y|, ε(t − s))| dy ds.

By using the kernel estimates in Lemma 1 and (2.1), we write

|T λε f (x, t)|

≤ ε3
∫∫

Q0

| f (y, s)|
[

1

(1 + ε|x − y|)λ+ 3
2

1

(1 + ε|t − s|)χ{|x−y|≥|t−s|}

+ 1

(1 + ε|x − y|) 3
2

1

(1 + ε|t − s|)λ+1 χ{|x−y|≤|t−s|}

+ C

(1 + ε|x − y|)2(1 + ε|t − s|)2 χ{|x−y|≤|t−s|}

+ 1

(1 + ε|x − y|) 5
2

1

(1 + ε||t − s| − |x − y||)λ χ{|x−y|/2≤|t−s|≤2|x−y|}

]

dy ds

= T λε,1 f (x, t) + T λε,2 f (x, t) + T λε,3 f (x, t) + T λε,4 f (x, t). (3.8)

If |x | > 2 and |t | > 2, then

|T λε,1 f (x, t)| + |T λε,2 f (x, t)|
≤ C ε(3−5/2−λ) (

|x |−(λ+3/2) |t |−1 χ{4|x |≥|t |} + |x |−3/2 |t |−(λ+1) χ{|x |≤4|t |}
)

.

(3.9)

If |x | > 2 and |t | ≤ 2, then sinceλ+3/2 = 2/p+2δ1 where 2δ1 = 1/p−1 > 0,
we obtain

|T λε,1 f (x, t)| + |T λε,2 f (x, t)|
≤ C ε(3−2/p−δ1−1) |x |−(2/p+δ1) + C χ{|x |≤4}. (3.10)

If |x | ≤ 2 and |t | > 2, then since λ+ 1/2 = 1/p + 4δ1, we obtain

|T λε,1 f (x, t)| + |T λε,2 f (x, t)|
≤ C χ{|t |≤4} + C ε3−2−1/p−2δ1 |t |−(1/p+2δ1). (3.11)

By combining (3.9), (3.10), and (3.11) and using the assumption λ > 1/2 we
obtain

|T λε,1 f (x, t)| + |T λε,2 f (x, t)|
� |x |−(λ+3/2) |t |−1 χ{|x |>2, |t |>2, 4|x |≥|t |}

+ |x |−3/2 |t |−(λ+1) χ{|x |>2, |t |>2, |x |≤4|t |}
+|x |−(2/p+δ1) χ{|x |>2, |t |≤2} + χ{|x |≤4, |t |≤2}
+χ{|x |≤2, |t |≤4} + |t |−(1/p+2δ1) χ{|x |≤2, |t |>2}. (3.12)
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Now we consider T λε,3 f (x, t). If |x | > 2 and |t | > 2, then

|T λε,3 f (x, t)| ≤ C ε3 (ε|x |)−(5/2+1/10) (ε|t |)−(3/2−1/10)

≤ C ε3−4 |x |−(5/2+1/10) |t |−(3/2−1/10). (3.13)

If |x | > 2 and |t | ≤ 2, then

|T λε,3 f (x, t)| ≤ C ε3 (ε|x |)−(5/2+1/10)
∫

R

1

(1 + ε|t − s|)3/2−1/10 ds

≤ C ε3−(5/2+1/10+1) |x |−(5/2+1/10) χ{|t |≤2}. (3.14)

If |x | ≤ 2 and |t | > 2, then

|T λε,3 f (x, t)| ≤ C ε3 (ε|t |)−(3/2−1/10)
∫

R2

1

(1 + ε|x − y|)5/2+1/10
dy

≤ C ε3−(3/2−1/10+2) |t |−(3/2−1/10) χ{|x |≤2}. (3.15)

Putting together with (3.13), (3.14), and (3.15), we obtain

|T λε,3 f (x, t)| � |x |−(5/2+1/10) χ{|x |>2, |t |≤2} + |t |−(3/2−1/10) χ{|x |≤2, |t |>2}
+ |x |−(5/2+1/10) |t |−(3/2−1/10) χ{|x |>2, |t |>2}. (3.16)

If for c1, c2 > 0, |x | ≤ c1 and |t | ≤ c2, then by a change of variables we obtain

|T λε,4 f (x, t)|
≤ Cε3

∫

R

∫

R2

1

(1 + ε|x − y|)2+(λ− 1
2 )

1
2 (1 + ε||t − s| − |x − y||)1+(λ− 1

2 )
1
2

dy ds

≤ C. (3.17)

If |x | ≤ 2 and |t | > 2, then by the definition of T λε,4 f (x, t), |t | ≤ 4 and by
(3.17), T λε,4 f (x, t) is bounded by a constant independent of ε. The case |x | > 2
and |t | ≤ 2 can be treated in the same way.

If |x | > 2, |t | > 2, and ||t |−|x || > 4, then for any s ∈ [−1, 1] and y ∈ [−1, 1]2,
||t − s| − |x − y|| ≥ 1

2 ||t | − |x ||. We therefore obtain

|T λε,4 f (x, t)|
≤ Cε3

∫ ∫

Q0

1

(1 + ε|x − y|)5/2(1 + ε||t − s| − |x − y||)λ
×χ{2|x−y|≥|t−s|≥|x−y|/2}dy ds

≤ Cε3ε−5/2−λ 1

|x |5/2||t | − |x ||λ χ{8|x |≥|t |≥|x |/8}
∫ ∫

Q0

dy ds. (3.18)

If |x | > 2, |t | > 2, and ||t | − |x || ≤ 4, then we take δp ≥ 0 (4/5 ≤ p < 1)
such that δp ≤ 5/2 − 2/p, δp < 1/p − 1, and δp = 0 only when p = 4/5. Since
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λ = 3/p − 5/2,

|T λε,4 f (x, t)| (3.19)

≤ Cε3ε−2/p−δp
1

|x |2/p+δp

∫

R

1

(1 + ε||t − s| − |x − y||)1+(1/p−1)−δp
ds

≤ Cε3−2/p−1−δp
1

|x |2/p+δp
.

By combining (3.17), (3.18), and (3.19) we obtain

|T λε,4 f (x, t)| � 1

|x |2/p+δp
χ{||t |−|x ||≤4, |x |>2}

+ 1

|x |5/2||t | − |x ||λ χ{9|x |≥||t |−|x ||≥4, |x |>2} + χ{|x |≤4, |t |≤4}.

(3.20)

Then (3.12), (3.16), (3.20), and Lemma 3 yield
∣
∣
∣
∣

{

(x, t) ∈ R
3 \ Q∗

0 : sup
ε≥1

|T λε f (x, t)| > α/C

}∣
∣
∣
∣ ≤ C α−p. (3.21)

Now to consider the complementary case we fix ε < 1. This case can be treated
in a similar way but we need to control the negative powers of εwhich occurred dur-
ing the treatment of the case ε ≥ 1. These factors are harmless when ε ≥ 1. When
ε < 1 it is necessary to gain appropriate positive powers of ε without changing the
decay of the kernel. This can be done by using moment conditions of atoms. Let PN
be the N -th order Taylor polynomial of the function s → ε3 K (ε|x − y|, ε(t − s))
expanded about the origin. Then by using the moment conditions on f in Definition
1.(ii) and integrating with respect to s first, we write

T λε f (x, t) =
∫∫

Q0

f (y, s) [ε3 K (ε|x − y|, ε(t − s))− PN (s)] ds dy.

By using the integral version of the mean value theorem, we obtain
∣
∣ε3 K (ε|x − y|, ε(t − s))− PN (s)

∣
∣

� ε3
∫

[0,1]N+1

∣
∣
∣
∣

∂N+1

∂s N+1

[
K (ε|x − y|, ε(t − ûs))

]
∣
∣
∣
∣ du1 · · · duN+1

� ε3ε(N+1)
∫

[0,1]N+1

∣
∣
∣
∣

∂N+1 K

∂s N+1 (ε|x − y|, ε(t − ûs))

∣
∣
∣
∣ du1 · · · duN+1

where û = ∏N+1
i=1 ui . Since we gain ε(N+1) and the kernel K has the same decay

after taking derivatives, we use the same argument as above to obtain (3.12), (3.16),
and (3.20) for ε < 1, which imply

∣
∣
∣
∣

{

(x, t) ∈ R
3 \ Q∗

0 : sup
ε<1

|T λε f (x, t)| > α/C

}∣
∣
∣
∣ ≤ C α−p. (3.22)
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One has to notice that for ε ≥ 1 we use a change of variables to obtain negative
power of ε in (3.16), (3.17), and (3.19) but for ε < 1 one can use the fact that the
integrands are bounded above by 1. We use (3.7), (3.21), and (3.22) to prove (3.6)
for the cube Q0.

Now we suppose that f is a (p, N )-atom (N ≥ 3(1/p − 1)), supported in a
cube Q of diameter δ centered at (xQ, tQ). By translation invariance we can assume
(xQ, tQ) = (0, 0). Let h(x, t) = δ3/p f (δx, δt). Then h is an atom supported in
the cube Q0 centered at (0, 0) and we write

T λε f (x, t) =
∫

R

∫

R2
δ−3/p h(δ−1(x − y), δ−1(t − s))Gε(y, s) dy ds

= δ−3/p T λεδh(δ
−1x, δ−1t),

which implies

sup
ε>0

|T λε f (x, t)| = δ−3/p sup
ε>0

|T λε h(δ−1x, δ−1t)|.

We therefore have
∣
∣
∣
∣

{

(x, t) ∈ R
3 : T λ∗ f (x, t) > α/C

}∣
∣
∣
∣

=
∣
∣
∣
∣

{

(x, t) ∈ R
3 : T λ∗ h(δ−1x, δ−1t) > δ3/pα/C

}∣
∣
∣
∣

≤ C(δ3/pα)−pδ3 = Cα−p.

This completes the proof. 
�
We are now ready to prove Theorem 2 which is an immediate consequence of

Proposition 1 and Lemma 2.

Proof of Theorem 2 Let f = ∑∞
j=1 c j f j ∈ H p(R3)where f j ’s are (p, N )-atoms

and
∑∞

j=1 |c j |p < ∞. Due to the integrability of the kernel (see Lemma 1 and

also [2]) and �1 convergence of the coefficient {c j }, it is easy to see that T λε f is
well defined and can be written

T λε f =
∞∑

j=1

c j T
λ
ε f j .

We therefore have

T λ∗ f (x, t) = sup
ε>0

|T λε f (x, t)| ≤
∞∑

j=1

|c j | sup
ε>0

|T λε f j (x, t)| =
∞∑

j=1

|c j |T λ∗ f j (x, t).

By Proposition 1, we have

|{(x, t) : T λ∗ f j (x, t) ≥ α}| ≤ Cα−p.
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Now we apply Lemma 2 to obtain

|{(x, t) : T λ∗ f (x, t) ≥ α}| ≤ Cα−p
∞∑

j=1

|c j |p.

By taking the infimum on the right-hand side we obtain the desired estimates.

�

We turn to the proof of Theorem 1. Ifλ is the critical index, that is,λ = 3/p−5/2
we used (3.12) (3.16), and (3.20) to obtain weak type estimates but the decay of
the kernel was not large enough to obtain strong type estimates. At this moment it
is worth recalling that (3.12), (3.16), and (3.20) are valid for all ε > 0. To prove
Theorem 1 we basically use the same estimates and we also take advantage of
our assumption that λ is greater than the critical index and p is not the extreme
exponent, that is, 4/5 < p < 1.

Proof of Theorem 1 Let f be a (p, N )-atom (N ≥ 3(1/p − 1)) on R
3 and sup-

ported in a cube Q. Due to the translation invariance and maximality of T λ∗ as
above we may assume that Q is centered at the origin with diameter 1. In view of
atomic decomposition, it suffices to show that there exists a C independent of f
such that

|| sup
ε>0

|T λε f | ||L p(R3) ≤ C.

By the integrability of the kernel, we have |T λε f (x)| ≤ C ||K ||L1 |Q|−1/p and
thus

|| sup
ε>0

|T λε f | ||p
L p(Q∗) ≤ C

∫∫

Q∗
|Q|− 1

p ·p dx dt ≤ C.

For the complementary case we use the notation in (3.8) and the pointwise
estimates in (3.12), (3.16), and (3.20) to write

||T λ∗ f ||p
L p(R3\Q∗)

=
∫∫

R3\Q∗
|T λ∗ f (x, t)|p dx dt

≤
∫∫

R3\Q∗

[

sup
ε>0
(|T λε,1 f (x, t)| + |T λε,2 f (x, t)| + |T λε,3 f (x, t)|

+|T λε,4 f (x, t)| )
]p

dx dt

�
∫∫

R3
|x |−(λ+3/2)p |t |−p χ{|x |>2, |t |>2, 4|x |≥|t |}

+ |x |−3p/2 |t |−(λ+1)p χ{|x |>2, |t |>2, |x |≤4|t |}
+ |x |−(2/p+δ1)p χ{|x |>2, |t |≤4}
+ |t |−(1/p+2δ1)p χ{|x |≤4, |t |>2} + χ{|x |≤2, |t |≤4}
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+ |x |−(5/2+1/10)p |t |−(3/2−1/10)p χ{|x |>2, |t |>2}
+ |x |−(5/2+1/10)p χ{|x |>2, |t |≤2}
+ |t |−(3/2−1/10)p χ{|x |≤2, |t |>2}
+ |x |−(2/p+δp)χ{|x |>2, ||t |−|x ||≤4}
+ |x |−5p/2||t | − |x ||−λpχ{|x |>2, 9|x |≥||t |−|x ||≥4} dx dt.

We set 2δ0 = λ− 3/p + 5/2 > 0. We use p < 1 to obtain

∫∫

R3
|x |−(λ+3/2)p |t |−p χ{|x |>2, |t |>2, 4|x |≥|t |} dx dt

+
∫∫

R3
|x |−3p/2 |t |−(λ+1)p χ{|x |>2, |t |>2, |x |≤4|t |} dx dt

�
∫∫

R3
|x |−(2/p+δ0)p |t |−(1/p+δ0)p χ{|x |>2, |t |>2} dx dt ≤ C,

and use δ1 > 0 to obtain

∫∫

R3

[ |x |−(2/p+δ1)p χ{|x |>2, |t |≤4} + |t |−(1/p+2δ1)p χ{|x |≤4, |t |>2}
]

dx dt ≤ C.

For the fifth through the seventh integral, from p > 4/5 we see that (5/2 +
1/10)p > 2 and (3/2 − 1/10)p > 1. Thus, we get

∫∫

R3

[ |x |−(5/2+1/10)p |t |−(3/2−1/10)p χ{|x |>2, |t |>2}

+|x |−(5/2+1/10)pχ{|x |>2, |t |≤2}
]

dx dt

+
∫∫

R3
|t |−(3/2−1/10)p χ{|x |≤2, |t |>2} dx dt ≤ C.

Finally, since δp > 0 when p > 4/5, we obtain

∫∫

R3

[ |x |−(2/p+δp)pχ{|x |>2, ||t |−|x ||≤4}

+|x |−5p/2||t | − |x ||−λpχ{|x |>2, 9|x |≥||t |−|x ||≥4}
]

dx dt

�
∫∫

R3

[ |x |−(2/p+δp)p χ{|x |>2, |t ′|≤4}

+|x |−5p/2 |t ′|−λp χ{|x |>2, 9|x |≥|t ′|≥4}
]

dx dt ′ ≤ C.

This completes the proof. 
�
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4 Sharpness

In this section we shall show that the estimates in the theorems are sharp in the sense
that if λ ≤ λp or p ≤ 4/5 then even the convolution operator T λ is unbounded on
L p. To do this we take a compactly supported smooth function ψ which is identi-
cally equal to 1 in {(ξ ′, ξ3) | max{|ξ ′|, |ξd+1|} ≤ 1}. We then have T λ(F−1ψ) =
Kλ where F−1 is the inverse Fourier transform and Kλ is the kernel of T λ. There-
fore it suffices to show that if λ ≤ λp or p ≤ 4/5 then ||Kλ||p

p = +∞. To do
this we first obtain an asymptotic behavior of Kλ when r > 2 and t > 2. It was
obtained by H. Luer in [2] by using asymptotic behavior of the Bessel function. To
make the paper self-contained we briefly describe Luer’s idea for the region we use.
Throughout this section we write f (v) ≈ vα as v → ∞ if there exist C > 0 and
D > 0 such that for |v| ≥ D, f (v) has the same sign and C−1vα ≤ | f (v)| ≤ Cvα .

We write

Kλ(r, t) = Cλ

∫ 1

0
(1 − s)λ−1s3(rs)−1 J1(rs)(ts)−1/2 J1/2(ts)ds

= Cλ

∫ 1

0
(1 − s)λ−1s3(rs)−1 J1(rs)

sin st

st
ds

= Cλ

∫ 1/r

0
+

∫ 1

1/r
(1 − s)λ−1s3(rs)−1 J1(rs)

sin st

st
ds

= I1 + I2.

By using a change of variables we obtain

|I1| = Cλ

∣
∣
∣
∣

∫ 1/r

0
(1 − s)λ−1s3(rs)−1 J1(rs)

sin st

st
ds

∣
∣
∣
∣

= Cλ
r3t

∣
∣
∣
∣

∫ 1

0
(1 − u

r
)λ−1u J1(u) sin(ut/r)du

∣
∣
∣
∣

≤ C

r3t
.

For I2 we use the asymptotic expansion of the Bessel functions to obtain

I2 = C
∫ 1

1/r
(1 − s)λ−1s3 E(rs)

sin st

st
ds

+ C
∫ 1

1/r
(1 − s)λ−1s3(rs)−3/2 cos

(

rs − π

4

) sin st

st
ds

= I3 + I4

where E(v) ≈ v−5/2 as v → ∞. It is easy to see that

|I3| ≤ C

r5/2t
.
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To treat I4 we write

I4 =
∫ 1

0
−

∫ 1/r

0
(1 − s)λ−1s3(rs)−3/2 cos

(

rs − π

4

) sin st

st
ds

= I5 − I6.

For I6 we obtain

|I6| ≤ C

r3t
.

Now it remains to treat I5. To do this we use an elementary identity of trigo-
nometric functions to obtain

2 cos
(

rs − π

4

)

sin st = sin [(r + t)s − π/4] − sin [(r − t)s − π/4] .

We plug this into I5 to obtain

I5 = C

r3/2t

∫ 1

0
(1−s)λ−1s1/2 (sin [(r +t)s−π/4]−sin [(r −t)s−π/4]) ds (4.1)

= I6 + I7.

We can write

I5 = C

r3/2

∫ 1

−1

∫ 1

0
(1 − s)λ−1s3/2 cos [(r + zt)s − π/4] dsdz. (4.2)

If |r − t | ≤ 1/4, then the second integrand in (4.1) has the constant sign
in the domain of the integral so I7 ≈ r−3/2t−1 as r → ∞. Furthermore I6 ≈
r−5/2t−1(r + t)−1 as r → ∞. Therefore if |r − t | ≤ 1/4, then I5 ≈ r−3/2 t−1 as
r → ∞. If r ≥ 4t , then by (4.2) I5 ≈ C r−3/2−λ as r → ∞.

If λ < 3/p − 5/2 and 0 < p < 1, then (−3/2 − λ)p + 1 > −2 so

||Kλ||p
p ≥

∫ ∫

t≥2, r≥4t
|Kλ(r, t)|p r dr dt

≥
∫ ∞

2

∫ ∞

4t
r (−3/2−λ)p r dr dt

= +∞.

If p ≤ 4/5, then −5p/2 + 1 ≥ −1 so

||Kλ||p
p ≥

∫ ∫

r≥2, |r−t |≤1/4
|Kλ(r, t)|p r dr dt

≥
∫ ∞

2

∫ r+1/4

r−1/4
r−5p/2+1 dt dr

= 1/2
∫ ∞

2
r−5p/2+1 dr

= +∞.
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