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1. Introduction

A number of recent papers have discussed the use in statistical analysis of the 'Studentized' range, that is to say, the ratio of (a) the range in a sample of \( n \) observations from a population having standard deviation \( \sigma \) to (b) an independent root-mean-square estimate of \( \sigma \) based on \( v \) degrees of freedom. Tables of the upper 5 and 1 \% points of this ratio, in the case of normal variation, have been given by Pearson & Hartley (1954, Table 29). In the following paper we are concerned with a different statistic, namely, the ratio of the range, \( w \), to the standard deviation, \( s \), both measures of variation being calculated on the same sample of \( n \) observations. While the first ratio can play a useful part in providing certain rapid tests in the analysis of variance, the second, whose value depends only on the configuration of a particular sample, may be useful (with suitable tables) in detecting heterogeneity of data or departure from normality.

Our interest in this matter arose as a result of correspondence between one of us and Dr Joseph Berkson who has for some time carried out a routine scrutiny of data by making a comparison of the range and standard deviation estimators of \( \sigma \); in this connexion he initiated an empirical investigation into the correlation between the estimators in order to determine the standard error of the difference between them. Some years earlier, however, G. A. Baker (1946) suggested the use of the ratio \( w/s \) as a means of detecting lack of homogeneity, and showed by an artificial sampling experiment that the distribution of this ratio might be expected to change considerably with the form of the parent population.

The object of the present paper is to provide tables of certain upper and lower percentage points of \( u = w/s \) for samples of \( n \) observations from a single normal population. Two methods of attack will be used:

(a) We shall show that the exact moments of the distribution of \( u \) can be derived quite simply from the known moments of \( s \) and \( w \). Hence approximations to the percentage points may be obtained from representing the distribution by any suitable frequency curve having the same moments, e.g. by a curve of the Pearson system.

(b) Using a method employed by Pearson & Chandra Sekar (1936), we shall show how in small samples values of the upper percentage points of \( u \) may be calculated exactly.

In an overlapping region of the table, these two methods provide some confirmation of the accuracy of the results.

Finally, we shall give some numerical illustrations of how the ratio might be used to provide a quick assessment of the homogeneity or normality of data.
2. Method using the moments of the distribution of \( u = w/s \)

Let \( x_1, x_2, \ldots, x_n \) represent a sample of \( n \) independent observations from a normal population having variance \( \sigma^2 \). Write

\[
\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i, \quad s^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2, \quad w = x_{\text{max}} - x_{\text{min}}.
\]

It may be shown, following an argument similar to that used by Geary (1933, p. 185; 1936, p. 296) and since employed by Kamat (1953, p. 124), that the joint distribution of the ratios \( (x_i - \bar{x})/s (i = 1, 2, \ldots, n) \) is independent of \( s \). Hence any function of these ratios and in particular the difference of \( (x_{\text{max}} - \bar{x})/s \) and \( (x_{\text{min}} - \bar{x})/s \), or \( w/s \), will be independent of \( s \). From this it follows that

\[
\mathcal{E}(w^r) = \mathcal{E}(w)/\mathcal{E}(s) = \mathcal{E}(w^r)/\mathcal{E}(s^r).
\]

On this basis the moments of \( u = w/s \) may be computed, making use of the moments of \( w \) as far as they have been determined, and the fully known moments of \( s \). We shall be concerned here only with the moments of \( w \) up to the fourth; for \( n \leq 20 \) these have been given by Hartley & Pearson (1951) while for \( n \geq 20 \) values of the standard deviation and the \( \beta_1 \), \( \beta_2 \) coefficients were computed by Tippett (1925) (with some later modification by Pearson (1926)) at \( n = 20, 60, 100, 200, 500 \) and 1000. \( \mathcal{E}(w) \) was, of course, given by Tippett for all sample sizes up to 1000.

The procedure was then as follows:

(a) Taking as framework the sample sizes \( n = 10, 15, 20, 60, 100, 200, 500, 1000 \), values of \( \mathcal{E}(w^r) \) for \( r = 2, 3, 4 \) were found from the moments about the mean.

(b) The corresponding expectations of \( s^r \) were obtained from

\[
\mathcal{E}(s^r) = \sigma^r(2/(n-1))^{1/2} \Gamma(1/2(n-r)) \Gamma(1/2(n-1)),
\]

and hence \( \mathcal{E}(w^r) \) was determined from (1).

(c) The 2nd, 3rd and 4th moments of \( u \) about zero were then transferred to the mean, \( \bar{u} = \mathcal{E}(u) = \mathcal{E}(w)/\mathcal{E}(s) \), and finally values of \( \sigma_u, \beta_1(u) \) and \( \beta_2(u) \) obtained. With the values for the moments of \( w \) at present available for large \( n \), \( \sigma_u \) could only be calculated to three and the beta coefficients to two significant figures.

(d) Pearson curves with the same first four moments were then used to approximate to upper and lower 100\% points for \( \alpha = 0.10, 0.05, 0.025, 0.01 \) and 0.005 and for the framework values of \( n \) quoted in (a) above.

It was found that if these percentage points were expressed as standardized deviates, \( U_a = (u_a - \bar{u})/\sigma_u \), then the resulting values of \( U_a \) were sufficiently smooth for interpolation in the panels of the frame for \( n \). Using these interpolated values and the formula

\[
u_a = \bar{u} + U_a \sigma_u,
\]

where \( \bar{u} \) is known to four and \( \sigma_u \) to three decimal places,* the panels were filled in to give additional percentage points for \( u \) at \( n = 12, 30, 40, 50, 80 \) and 150.

For \( n \leq 20 \) the percentage points should be accurate to within \( \pm 0.02 \) and a comparison with the exact percentage points (see §3, Table 1), where these are available, does not reveal discrepancies beyond \( 0.01 \). For \( n > 20 \) the uncertainty in the beta coefficients of \( w \) alone may result in an uncertainty of \( \pm 0.02 \) in the percentage points.

* Apart from Tippett's (1925) values of \( \sigma_u \) required for \( \sigma_u \), additional values at \( n = 30, 45 \) and 75 have been given by Pearson (1932, p. 405).
3. Derivation of the exact values of the upper percentage points in small samples

We have here followed a method previously used by Pearson & Chandra Sekar (1936) when determining upper percentage points of the distribution of \( (x_{\text{max}} - \bar{x})/s \) in sampling from a normal population. This method proceeds as follows.

Suppose that the observations \( x_i \) (\( i = 1, 2, \ldots, n \)) are arranged in some random order, say the order in which they are drawn. Then we may select a particular pair, say the \( j \)th and \( k \)th drawn, and form the ratio

\[
u' = (x_j - x_k)/s,
\]

where \( s \) is the sample standard deviation defined above. It is then easy to show that the distribution of \( u' \) is functionally related to that of Student's \( t \). This follows because the total sum of squares of deviations from the sample mean, \((n - 1)s^2\), contains the single degree of freedom component \( \frac{1}{2}(x_j - x_k)^2 \), so that

\[
(n - 1)s^2 = \frac{1}{2}(x_j - x_k)^2 + \chi^2\sigma^2,
\]

\( \chi^2 \) being based on \( n - 2 \) degrees of freedom and being independent of \( \frac{1}{2}(x_j - x_k)^2 \). In fact, we can write in more detail

\[
\chi^2\sigma^2 = \sum_{i\neq j, k} (x_i - \bar{x}')^2 + 2(n - 2)(\bar{x}' - \bar{x}'')^2/n,
\]

with

\[
\bar{x}' = \frac{\sum_{i\neq j, k} x_i}{n}, \quad \bar{x}'' = \frac{1}{2}(x_j + x_k).
\]

It follows that

\[
u' = \frac{(x_j - x_k)\sqrt{(n - 1)}}{\chi^2\sigma^2 + \frac{1}{2}(x_j - x_k)^2} = \frac{t}{\sqrt{n(n - 2)}}
\]

where \( t \) is based on \( n - 2 \) degrees of freedom. If now we consider a particular sample, there will be \( n(n - 1) \) different combinations of \( j \) and \( k \), each providing a value of \( u' \). These \( n(n - 1) \) values may be arranged in descending order of magnitude and denoted by

\[
u'_{(1)} \geq u'_{(2)} \geq \ldots \geq u'_{(n(n-1))}.
\]

Clearly the distribution of \( u' \), determined from (4), for a pair \( j, k \) of \( x \)'s taken at random will be formed from the sum of the \( n(n - 1) \) equally weighted distributions of \( u'_{(1)}, \ldots, u'_{(n(n-1))} \). The distribution of \( u = w/s \) is the distribution of \( u'_{(1)} \). In so far as there is no overlap of the distributions of \( u'_{(1)} \) and \( u'_{(2)} \) (and consequently of \( u'_{(1)} \) and \( u'_{(3)} \), etc.), the shape of the distribution of \( u = u'_{(1)} \) will be that of the upper tail of the known distribution of \( u' \).

As shown in the Appendix, the maximum value of \( u'_{(2)} \) is \( \{\frac{1}{2}(n - 1)\}^\dagger \); this arises when the configuration of the sample is as follows:

\[
\begin{array}{ccc}
\bullet & \times & \bullet \\
\downarrow & & \\
1 & n-3 & 2
\end{array}
\]

For \( n \) of moderate size, such a configuration with \( n - 3 \) observations having the same or very nearly the same value is most unlikely to occur, so that even when \( u < \{\frac{1}{2}(n - 1)\}^\dagger \) the overlap of the distributions of \( u'_{(2)} \) and \( u = u'_{(1)} \) may be of little importance.
Formally, we may say that for any positive quantity $U \geq \{\frac{3}{2}(n-1)\}^t$, 
\[
\Pr\{u' \geq U\} = \Pr\{u' \text{ is } u_{11}\} \times \Pr\{u_{11}' = u \geq U\} = \frac{1}{n(n-1)} \times \Pr\{u \geq U\}
\]
or 
\[
\Pr\{u \geq U\} = n(n-1) \Pr\{u' \geq U\}.
\] 
(5)

This means that provided $U \geq \{\frac{3}{2}(n-1)\}^t$, the upper tail area of the distribution of $u = w/s$ can be obtained exactly from that of $u'$ which, through the relation (4), can be derived from the $t$-distribution. Alternatively, we can compute the $100\alpha \%$ point of $u$ (say $u(\alpha, n)$) from the $100\alpha/n(n-1)\%$ point of $t$ for $n-2$ degrees of freedom, using the formula 
\[
u^{2}(\alpha, n) = 2(n-1)\nu^{2}(\alpha', \nu)/\{\nu + \nu^{2}(\alpha', \nu)\},
\] 
(6)

where $\alpha' = \alpha/n(n-1)$ and $\nu = n-2$.

The following table compares at $n = 10, 15$ and $20$ the upper percentage points of $u = w/s$ obtained by this method and by that of the preceding section, for $\alpha = 0\cdot01, 0\cdot05, 0\cdot025, 0\cdot01$ and $0\cdot005$. It also gives the limiting values $\{\frac{3}{2}(n-1)\}^t$. It will be seen that at $n = 10$ four of the percentage points lie beyond the upper limit for $u_{11}'$, but that for $n = 15$ and $20$ all the percentage points lie below this limit. Thus, strictly speaking, the second method of determining $u(\alpha, n)$ is not applicable for much of the table beyond $n = 10$. In fact, however, we find surprising agreement between the Pearson curve values and those derived from $u'$ right up to $n = 20$, suggesting that the probability of $u_{11}'$ falling in the overlapping upper tail area of its distribution must be very small. As would be expected, the difference between the two results, where it appears, makes the limit obtained from the $u'$-distribution slightly larger than that based on moments.

**Table 1. Comparison of percentage points for $u = w/s$ obtained by different methods**

<table>
<thead>
<tr>
<th>$n$</th>
<th>Method of derivation</th>
<th>Percentage points, $u(\alpha, n)$</th>
<th>Max. value of $u_{11}'$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\alpha = 0\cdot01$ 0\cdot05 0\cdot025 0\cdot01 0\cdot005</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>From curve fitted by moments</td>
<td>3.57 3.69 3.78 3.88 3.94</td>
<td>3.674</td>
</tr>
<tr>
<td></td>
<td>From $u'$-distribution</td>
<td>3.574 3.685 3.777 3.875 3.935</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>From curve fitted by moments</td>
<td>4.02 4.17 4.29 4.43 4.52</td>
<td>4.583</td>
</tr>
<tr>
<td></td>
<td>From $u'$-distribution</td>
<td>4.034 4.173 4.295 4.435 4.527</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>From curve fitted by moments</td>
<td>4.32 4.49 4.63 4.79 4.91</td>
<td>5.339</td>
</tr>
<tr>
<td></td>
<td>From $u'$-distribution</td>
<td>4.342 4.496 4.635 4.799 4.910</td>
<td></td>
</tr>
</tbody>
</table>

4. **Composition of the final table**

The results following from the methods of the two preceding sections have been put together in Table 6 printed at the end of the paper (p. 491 below).

For the lower percentage points, the lines corresponding to $n = 10, 15, 20, 60, 100, 200, 500$ and $1000$ have been computed by the method of §2, i.e. from the fitted Pearson curves,
and the remaining lines by interpolation. The same applies to the upper percentage points for \( n \geq 20 \). For \( n < 20 \), the values shown to three decimal accuracy are exact, being in every case less than the limit \( \left\{ \frac{3}{2} \left( n - 1 \right) \right\}^{\frac{1}{3}} \), and have been computed from formula (6). For the remaining upper percentage points with \( n \leq 20 \), the values yielded by formula (6) were reduced slightly, the reduction amounting to either 1 or 2 units in the second decimal. This reduction was assessed by smoothing the discrepancies between the two methods shown in Table 1.

We have not attempted to interpolate for \( n > 200 \). A rough interpolation can easily be made by graphical or other methods, but if more accurate values of percentage points of \( w/s \) for such large sample sizes were really required, it would seem necessary to compute additional values of the higher moments of the range between Tippett’s values at \( n = 200, 500 \) and 1000.

5. **Illustrations of possible uses of the table of percentage points**

We have pressed forward with the preparation of this table, involving certain inaccuracy for the larger samples, because the practical usefulness of the ratio \( w/s \) can only be tested with a table available. The following examples illustrate some of a variety of ways in which the table might be used, but it must be emphasized that no claim is made that the test is better than other simple tests which have been or could be devised.

(5.1) *Testing for lack of homogeneity of data*

As mentioned above Dr Joseph Berkson has made it a practice in course of consultation work with laboratory colleagues, to compare standard deviations derived from samples of 50–200 observations with the range estimate of \( \sigma \) found by dividing the sample range by factor \( d_n \) obtained from Tippett’s (1925) table. He writes:

‘On occasion there was a considerable difference between the range and mean-square estimates and in these instances, almost invariably, further investigation disclosed that either there had been an arithmetic error, or the observations were very different from normally distributed; in particular there were one or more observations outlying from the rest. This sort of experience, accumulated over a long period of time, built up the impression that the range estimate of the standard deviation of a normal distribution was a close equivalent of the mean-square estimate.’

To illustrate the use of our table in this connexion we have considered some of the frequency distributions of physical characters published by Mahalanobis, Majumdar & Rao (1949) in the report on an anthropometric survey of the United Provinces of India undertaken in 1941. From these data we have taken the frequency distributions of head length given for each of 23 racial groups. (Appendix 7 of the paper and also Tables 2.1 and 6.1.) The sample size varies from 57 to 197; for each of the 23 groups we have calculated the ratio \( w/s \) and the results are plotted in Fig. 1 on which are also drawn the upper and lower 5 and 1% significance levels for the ratio. For these levels, smooth curves have been drawn through points taken from Table 6. It will be seen that for five of the twenty-three groups \( w/s \) falls beyond the upper 5% level and for two of these, well beyond the 1% level. On looking at the original frequency distributions, it was found that in each of these five cases there was one or more than one very divergent measurement, always in the sense of a small head length. Table 2 gives some idea of the position.
The notation $x_I$ has been used to denote the lowest observation in the sample and $x_{II}$ the lowest but one, except in Group 12 where it represents the lowest but two. The ratios $(x_I - \bar{x})/s$ and $(x_I - x_{II})/s$ give some idea of the divergence of the outliers.

![Graph showing head length data for 23 Indian racial groups.](image)

**Fig. 1** Head length data for 23 Indian racial groups.

<table>
<thead>
<tr>
<th>Group no.</th>
<th>$n$</th>
<th>$\bar{x}$</th>
<th>$s$</th>
<th>$w$</th>
<th>$w/s$</th>
<th>$(x_I - \bar{x})/s$</th>
<th>$(x_I - x_{II})/s$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>150</td>
<td>186-10</td>
<td>6-94</td>
<td>49</td>
<td>7-1</td>
<td>-5-2</td>
<td>-2-0</td>
<td>6-82</td>
</tr>
<tr>
<td>7</td>
<td>124</td>
<td>186-94</td>
<td>6-04</td>
<td>45</td>
<td>7-5</td>
<td>-4-6</td>
<td>-2-6</td>
<td>5-61</td>
</tr>
<tr>
<td>8</td>
<td>187</td>
<td>181-87</td>
<td>5-88</td>
<td>39</td>
<td>6-6</td>
<td>-4-1</td>
<td>-1-2</td>
<td>4-30</td>
</tr>
<tr>
<td>12</td>
<td>173</td>
<td>187-69</td>
<td>6-69</td>
<td>44</td>
<td>6-6</td>
<td>-3-5 (2)*</td>
<td>-1-2</td>
<td>4-46</td>
</tr>
<tr>
<td>15</td>
<td>159</td>
<td>186-85</td>
<td>6-42</td>
<td>42</td>
<td>6-5</td>
<td>-3-7</td>
<td>-1-4</td>
<td>3-72</td>
</tr>
</tbody>
</table>

* Two observations fell at the extreme value of 164 mm.

Without inside knowledge of the investigation we cannot, of course, judge whether any of these outlying readings are due to faulty recording, but had a test of this character been applied to the distributions originally there would have been a *prima facie* case for further scrutiny of the data before, for example, calculating higher moments.
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The Indian Report gives also the values of the shape coefficients \(\sqrt{b_1}\) and \(b_2\) for each of the twenty-three distributions. Taking \(b_2\) as a measure of kurtosis most likely to be related to \(w/s\) and referring to a table of significance levels to test for departure from normality (see Pearson, 1930; Pearson & Hartley, 1954, Tables 34C), it is found that the \(b_2\) values for groups 6, 7, 8 and 12 are significant at the upper 1% level and that for group 15 at the upper 5% level. Further, none of the other 18 values of \(b_2\) differ significantly at 5% level from the normal value of \(b_2 = 3.0!\)

In the present case it would seem probable that departure from normality is due to the presence of discrepant observations; under these circumstances there it little reason to calculate \(\sqrt{b_1}\) and \(b_2\) which are only useful as measures of shape when dealing with homogeneous non-normal material. However, the similarity in behaviour of \(w/s\) and \(b_2\) in the present example, suggests that under suitable conditions the former ratio may provide a useful and easily calculated measure of kurtosis. An example of this application will be considered next.

(5.2) Testing for kurtosis

Geary (1935) and Pearson (1935) in a joint investigation used some artificial sampling data to compare the efficiency of \(b_2\) and \(m/s\) (i.e. Geary’s (mean deviation)/(standard deviation) ratio) in detecting departure from normality. We have now calculated the \(w/s\) ratio on the same data. These consist of samples of 76 and 300 from the following symmetrical populations:

<table>
<thead>
<tr>
<th>Population no.</th>
<th>Type</th>
<th>(\beta_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Rectangular</td>
<td>1.8</td>
</tr>
<tr>
<td>II</td>
<td>Pearson Type II</td>
<td>2.5</td>
</tr>
<tr>
<td>III</td>
<td>Pearson Type VII</td>
<td>4.1</td>
</tr>
<tr>
<td>IV</td>
<td>Pearson Type VII</td>
<td>7.1</td>
</tr>
<tr>
<td>V</td>
<td>Double exponential</td>
<td>6.0</td>
</tr>
</tbody>
</table>

Table 3. Samples of 76; comparison of test ratios

<table>
<thead>
<tr>
<th>Population no.</th>
<th>Type</th>
<th>(\beta_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Rectangular</td>
<td>1.8</td>
</tr>
<tr>
<td>II</td>
<td>Pearson Type II</td>
<td>2.5</td>
</tr>
<tr>
<td>III</td>
<td>Pearson Type VII</td>
<td>4.1</td>
</tr>
<tr>
<td>IV</td>
<td>Pearson Type VII</td>
<td>7.1</td>
</tr>
<tr>
<td>V</td>
<td>Double exponential</td>
<td>6.0</td>
</tr>
</tbody>
</table>

A comparison of the \(b_2\) and \(w/s\) values for ten samples with \(n = 76\) from populations nos. I, IV and V and for six samples with \(n = 300\) from populations II and III is made in Figs. 2 and 3. Similar diagrammatic comparisons between \(b_2\) and Geary’s ratio \(m/s\) were given in Pearson’s (1935), Figs. 3 and 4. The high correlation between \(b_2\) and \(w/s\) will be noted, particularly for the platykurtic distributions I and II. The relative power of the three ratios in testing for departure from normality is summarized in Tables 3 and 4 as far as these very limited sampling results are concerned. It will be seen that the \(w/s\) ratio is in some cases as effective as the other two statistics, but is never more effective than \(b_2\). On
Fig. 2. Comparison of test ratios for samples of 76.

Fig. 3. Comparison of test ratios for samples of 300.
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This evidence, all that we would suggest is that the use of this very simply computed criterion deserves further examination in practice.

It should be noted, as pointed out by Geary and Pearson that the position of the percentage points for $b_2$ with $n = 76$ were not then and have not since been firmly established.

Table 4. Samples of 300; comparison of test ratios

<table>
<thead>
<tr>
<th>Population ...</th>
<th>II (Type II, $\beta_2 = 2.5$)</th>
<th>III (Type VII, $\beta_2 = 4.1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test ratio used ...</td>
<td>$m/s$ $b_2$ $w/s$</td>
<td>$m/s$ $b_2$ $w/s$</td>
</tr>
<tr>
<td>Number of sample points:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 5% limits</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Between 5 and 1% limits</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Beyond 1% limits</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

(5.3) A small sample illustration

Only experience can show whether the table of limits for $w/s$ will prove useful in detecting abnormality in the configuration of small samples. We give here a single example illustrating a situation which might arise where some of the observations in a sample are subject to greater variability than the rest, but there is no alteration in mean value.

Samples of 20 values were taken from Wold’s (1948) Table of Random Normal Deviates. In each sample the first 16 values were left unaltered and the remaining four were multiplied (a) by three and (b) by four. Thus we have composite samples of $n = 20$, each containing 16 observations from a population $N(0, \sigma)$ and four from $N(0, k\sigma)$ with $\sigma = 1$ and (a) $k = 3$, (b) $k = 4$. How often will the ratio of range to standard deviation suggest the presence of this heterogeneity? The procedure was applied to the first five series of 20 numbers in Wold’s table, i.e. to the numbers in the first two columns of his p. 2, 1, 1-20; 1, 21-40; 1, 41-2, 10; 2, 11-30; 2, 31-50. The results are shown in Table 5, the significance levels for $n = 20$ being found from Table 6.

Table 5. Test for lack of constancy in standard deviation

<table>
<thead>
<tr>
<th>Sample</th>
<th>With $k = 3$</th>
<th>With $k = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$w/s$</td>
<td>Significant at</td>
</tr>
<tr>
<td>1</td>
<td>4.82</td>
<td>1 % level</td>
</tr>
<tr>
<td>2</td>
<td>4.70</td>
<td>2.5 % level</td>
</tr>
<tr>
<td>3</td>
<td>3.75</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>3.98</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>3.61</td>
<td>—</td>
</tr>
</tbody>
</table>

Evidence of something anomalous appeared in the first two samples, but for the remainder $w/s$ was not even significant at the 10% level (single tail test). It is clear that if all four observations from the population with larger variance happen to lie near the population mean, a very considerable multiplying up of the standard deviation may be required before
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any of them becomes an extreme observation in the composite sample. In fact, the range may remain stationary and the standard deviation increase until \( k \) has become quite large. This is the position for the fifth sample in the series.

If now we combine the five samples into a single sample of \( n = 100 \), containing 80 observations from \( N(0, \sigma) \) and 20 from \( N(0, k\sigma) \), we find

\[
\text{for } k = 3, \; w/s = 7.95; \quad \text{for } k = 4, \; w/s = 8.72,
\]

results which both lie well beyond the 0.5% level. With as many as 20 observations from the more variable population, it becomes almost certain that there will be some values appearing as outliers in the tails of the distribution.

Table 6. Percentage points of the distribution of the ratio of range to standard deviation, \( w/s \), in samples of size \( n \) from a normal population

<table>
<thead>
<tr>
<th>Size of sample ( n )</th>
<th>Lower percentage points</th>
<th>Upper percentage points</th>
<th>Size of sample ( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5</td>
<td>1.0</td>
<td>2.5</td>
</tr>
<tr>
<td>10</td>
<td>2.47</td>
<td>2.51</td>
<td>2.59</td>
</tr>
<tr>
<td>11</td>
<td>2.53</td>
<td>2.58</td>
<td>2.66</td>
</tr>
<tr>
<td>12</td>
<td>2.59</td>
<td>2.65</td>
<td>2.73</td>
</tr>
<tr>
<td>13</td>
<td>2.65</td>
<td>2.70</td>
<td>2.78</td>
</tr>
<tr>
<td>14</td>
<td>2.70</td>
<td>2.75</td>
<td>2.83</td>
</tr>
<tr>
<td>15</td>
<td>2.75</td>
<td>2.80</td>
<td>2.88</td>
</tr>
<tr>
<td>16</td>
<td>2.80</td>
<td>2.85</td>
<td>2.93</td>
</tr>
<tr>
<td>17</td>
<td>2.84</td>
<td>2.90</td>
<td>2.98</td>
</tr>
<tr>
<td>18</td>
<td>2.88</td>
<td>2.94</td>
<td>3.02</td>
</tr>
<tr>
<td>19</td>
<td>2.92</td>
<td>2.98</td>
<td>3.06</td>
</tr>
<tr>
<td>20</td>
<td>2.95</td>
<td>3.01</td>
<td>3.10</td>
</tr>
<tr>
<td>30</td>
<td>3.22</td>
<td>3.27</td>
<td>3.37</td>
</tr>
<tr>
<td>40</td>
<td>3.41</td>
<td>3.46</td>
<td>3.57</td>
</tr>
<tr>
<td>50</td>
<td>3.57</td>
<td>3.61</td>
<td>3.72</td>
</tr>
<tr>
<td>60</td>
<td>3.69</td>
<td>3.74</td>
<td>3.85</td>
</tr>
<tr>
<td>80</td>
<td>3.88</td>
<td>3.93</td>
<td>4.05</td>
</tr>
<tr>
<td>100</td>
<td>4.02</td>
<td>4.09</td>
<td>4.20</td>
</tr>
<tr>
<td>150</td>
<td>4.30</td>
<td>4.36</td>
<td>4.47</td>
</tr>
<tr>
<td>500</td>
<td>5.06</td>
<td>5.13</td>
<td>5.25</td>
</tr>
<tr>
<td>1000</td>
<td>5.50</td>
<td>5.57</td>
<td>5.68</td>
</tr>
</tbody>
</table>
APPENDIX

Determination of the maximum value of $u'_{[2]}$

Let $x_i (i = 1, 2, \ldots, n)$ denote the values of a random sample of $n$ observations arranged in ascending order of magnitude, so that $x_1$ is the smallest and $x_n$ the largest. We wish to determine the maximum value of the ratio $u'_{[2]} = (x_{n-1} - x_1)/s$, where $s^2 = \sum (x_i - \bar{x})^2/(n-1)$.

Since the value will not depend on the origin or scale of the $x_i$ we may assume, without loss of generality, that $x_1 = 0$ and $x_{n-1} = 1$, so that $x_{n-1} - x_1 = 1$ and the maximum of $u'_{[2]}$ can be found by minimizing the sum of squares

$$S = (n-1)s^2 = \sum x_i^2 - (\sum x_i)^2/n.$$

This minimum will be found in three stages:

1. With $x_1 = 0, x_{n-1} = 1$ and $x_n$ held fixed, $S$ is minimized if all the $x_i$ for $i = 2, 3, \ldots, n-2$ have the same value, say $X$. For if $X = \sum x_i/(n-3)$, we may write

$$S = 1 + x_n^2 + \sum_{i=2}^{n-2} (x_i - X)^2 + (n-3)X^2 - (1 + x_n + (n-3)X)^2/n,$$

which is clearly minimized if all $x_i = X (i = 2, 3, \ldots, n-2)$.

2. Confining ourselves to samples in which $x_1 = 0, x_i = X (i = 2, 3, \ldots, n-2)$ and $x_{n-1} = 1$, we may next show that $S$ is minimized if $x_n = 1$. We now have

$$S = 1 + x_n^2 + (n-3)X^2 - (1 + x_n + (n-3)X)^2/n.$$

Then

$$\frac{dS}{dx_n} = 2(x_n - \bar{x}) > 0,$$

so that the smallest possible value of $x_n$, namely, $x_n = x_{n-1} = 1$, will minimize $S$.

3. Next, confining ourselves to samples with

$$x_1 = 0, \quad x_n = x_{n-1} = 1 \quad \text{and} \quad x_i = X \quad (i = 2, 3, \ldots, n-2),$$

we must find the value of $X$ which minimizes $S$. Clearly now

$$S = 2 + (n-3)X^2 - (2 + (n-3)X)^2/n,$$

an expression which is easily found to have a minimum at $X = \frac{2}{3}$. For this we have

$$s^2 = S/(n-1) = 2/[3(n-1)],$$

and the maximum value of $u'_{[2]}$ is $\frac{2}{3}(n-1)^{\frac{1}{4}}$.

For this configuration maximizing $u'_{[2]}$ we have a single observation at one extreme of the sample range, two equal maximizing at the other extreme and the remaining $n-3$ observations together at the mean of the whole, i.e. at a distance two-thirds of the way between the first extreme and the second extreme.

* Note the change from § 3, where the observations were taken in random order.
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